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2.1 Sistem Informasi 
Sistem merupakan seperangkat elemen yang saling bergantung yang bersama-sama mencapai tujuan tertentu. Dimana sistem harus memiliki organisasi, hubungan timbal balik, integrasi dan tujuan pokok. Pada dasarnya informasi merupakan data yang telah diolah sedemikian rupa sehingga mempunyai nilai lebih dan dapat digunakan untuk mendukung proses pengambilan keputusan. Informasi merupakan data yang disajikan dalam suatu bentuk yang berguna terhadap aktifitas pengambilan keputusan. Sistem Informasi adalah sistem yang di buat secara umum berdasarkan seperangkat komputer dan komponen manual yang dapat dikumpulkan, disimpan dan diolah untuk menyediakan output kepada user. Gellinas and Dull (2012:12)
 Dengan demikian dapat disimpulkan bahwa sistem informasi adalah suatu kombinasi modul yang terorganisir yang berasal dari komponenkomponen yang terkait dengan hardware, software, people dan network berdasarkan seperangkat komputer dan menghasilkan informasi untuk mencapai tujuan.
2.2 Information Retrieval
Definisi information retrieval (IR) adalah bagaimana menemukan suatu dokumen dari dokumen-dokumen tidak terstruktur yang memberikan informasi yang dibutuhkan dari koleksi dokumen yang sangat besar yang tersimpan dalam komputer. (Manning, dkk 2009). Tujuan dari sistem IR adalah untuk memenuhi kebutuhan informasi pengguna dengan me-retrieve semua dokumen yang mungkin relevan, pada waktu yang sama me-retrieve sesedikit mungkin dokumen yang tidak relevan. Sistem Informasi Retrieval yang baik memungkinkan pengguna menentukan secara cepat dan akurat apakah isi dari dokumen yang diterima memenuhi kebutuhannya. Tujuan yang harus dipenuhi adalah bagaimana menyusun dokumen yang telah didapatkan tersebut ditampilkan terurut dari dukumen yang memiliki tingkat relevansi tinggi ke tingkat relevansi yang lebih rendah. Penyusunan dokumen tersebut disebut sebagai perangkingan dokumen. 
Model Information Retrieval adalah model yang digunakan untuk melakukan pencocokan antara term-term dari query dengan term-term dalam document collection (folder file), model yang terdapat dalam Information Retrieval terbagi dalam 3 model besar, yaitu :
1.Set-theoritic models, model merepresentasikan dokumen sebagai himpunan kata atau frase. Contoh model ini ialah Standard Boolean model dan Extended Boolean model. 
2. Algebraic model, model merepresentasikan dokumen dan query sebagai vektor similarity antara vector dokumen dan vektor query yang direpresentasikan sebagai sebuah nilai skalar. Contoh model ini ialah Vektor Space Model (model ruang vektor) , Latent Semantic Indexing (LSI) dan Generalized Vector Space Model(GVSM).
3. Probabilistic model, model memperlakukan proses pengambilan dokumen sebagai sebuah probabilistic inference. Contoh model ini ialah penerapan teorema bayes dalam model probabilistik.

     2.2.1 Arsitektur Information Retrieval System
	Ada dua pekerjaan yang ditangani oleh sistem ini, yaitu melakukan pre-processing terhadap database dan kemudian menerapkan metode tertentu untuk menghitung kedekatan (relevansi atau similarity) antara dokumen di dalam database yang telah dipreprocess dengan query pengguna. Pada tahapan preprocessing, sistem yang berurusan dengan dokumen semi-structured biasanya memberikan tag tertentu pada term-term atau bagian dari dokumen, sedangkan pada dokumen tidak terstruktur proses ini dilewati dan membiarkan term tanpa imbuhan tag. Query yang dimasukkan pengguna dikonversi sesuai aturan tertentu untuk mengekstrak term-term penting yang sejalan dengan term-term yang sebelumnya telah diekstrak dari dokumen dan menghitung relevansi antara query dan dokumen berdasarkan pada term-term tersebut. Sebagai hasilnya, sistem mengembalikan suatu daftar dokumen terurutsesuai nilai kemiripannya dengan query pengguna. (Cios dkk, 2007). 
Setiap dokumen (termasuk query) direpresentasikan menggunakan model bag-of-words yang mengabaikan urutan dari kata-kata di dalam dokumen, struktur sintaktis dari dokumen dan kalimat. Dokumen ditransformasi ke dalam suatu “tas“ berisi kata-kata independen. Term disimpan dalam suatu database pencarian khusus yang ditata sebagai sebuah inverted index. Index ini merupakan konversi dari dokumen asli yang mengandung sekumpulan kata ke dalam daftar kata yang berasosiasi dengan dokumen terkait dimana kata-kata tersebut muncul.
	Proses dalam Information Retrieval dapat digambarkan sebagai sebuah proses untuk mendapatkan retrieve document dari collection documents yang ada melalui pencarian query yang diinputkan user. Proses yang terjadi di dalam Information Retrieval System terdiri dari 2 bagian utama, yaitu Indexing subsystem dan Searching subsystem (matching system).
   2.2.2 Proses Indexing
	Indexing subsystem adalah proses subsystem yang merepresentasikan koleksi dokumen kedalam bentuk tertentu untuk memudahkan dan mempercepat proses pencarian dan penemuan kembali dokumen yang relevan. Pembangunan index dari koleksi dokumen merupakan tugas pokok pada tahapan preprocessing di dalam Information Retrieval. Kualitas index mempengaruhi efektifitas dan efisiensi sistem Information Retrieval. Index dokumen adalah himpunan term yang menunjukkan isi atau topik yang dikandung oleh dokumen. Index akan membedakan suatu dokumen dari dokumen lain yang berada di dalam koleksi. 
	Ukuran index yang kecil dapat memberikan hasil buruk dan mungkin beberapa item yang relevan terabaikan. Index yang besar memungkinkan ditemukan banyak dokumen yang relevan tetapi sekaligus dapat menaikkan jumlah dokumen yang tidak relevan dan menurunkan kecepatan pencarian (searching). Pembuatan inverted index harus melibatkan konsep linguistic processing yang bertujuan mengekstrak term-term penting dari dokumen yang direpresentasikan sebagai bag-of-words. 
[bookmark: _GoBack]Ekstraksi term biasanya melibatkan operasi utama berikut : 
a. Parse dan pengubahan menjadi Token.
· Melihat dokumen dan mengenali strukturnya.
Tokenisasi merupakan proses pemisahan suatu rangkaian karakter berdasarkan karakter spasi, dan mungkin pada waktu yang bersamaan dilakukan juga proses penghapusan karakter tertentu, seperti tanda baca. Sebagai contoh, kata-kata “computer”, “computing”, dan “compute” semua berasal dari term yang sama yaitu “comput” , tanpa pengetahuan sebelumnya dari morfologi bahasa Inggris. Token seringkali disebut sebagai istilah (term) atau kata, sebagai contoh sebuah token merupakan suatu urutan karakter dari dokumen tertentu yang dikelompokkan sebagai unit semantik yang berguna untuk diproses.
b. Hilangkan Stopword
Eliminasi stopwords memiliki banyak keuntungan, yaitu akan mengurangi space pada tabel term index hingga 40% atau lebih (Baeza, 1999). Proses stopword removal merupakan proses penghapusan term yang tidak memiliki arti atau tidak relevan. Proses ini dilakukan pada saat proses tokenisasi. Proses Filtering menggunakan daftar stopword yang digunakan. Tala (2003), yang merupakan stopword bahasa Indonesia yang berisi kata-kata seperti; ada, yang, ke, kepada, misal, atau dan lain sebagainya.
c. Stemming
· Pemotongan kata berimbuhan menjadi kata dasar.
Proses Stemming digunakan untuk mengubah term yang masih melekat dalam term tersebut awalan, sisipan, dan akhiran. Proses stemming dilakukan dengan cara menghilangkan semua imbuhan (affixes) baik yang terdiri dari awalan (prefixes), sisipan (infixes), akhiran (suffixes) dan confixes (kombinasi dari awalan dan akhiran) pada kata turunan. Stemming digunakan untuk mengganti bentuk dari suatu kata menjadi kata dasar dari kata tersebut yang sesuai dengan struktur morfologi bahasa Indonesia yang benar (Tala, 2003).
d. Pemberian bobot terhadap Term (weighting)
Setiap term diberikan bobot sesuai dengan skema pembobotan yang dipilih, apakah pembobotan lokal, global atau kombinasi keduanya. Banyak aplikasi menerapkan pembobotan kombinasi berupa perkalian bobot lokal term frequency dan global inverse document frequency, ditulis tf .idf.
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Gambar 2.1 Proses Indexing
   
   2.2.3 Proses Searching
Dibawah ini adalah gamabar ilustrasi proses pencarian dalam Information Retrieval System.
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Gambar 2.2 Proses Searching
Beberapa proses yang terjadi saat melakukan search sesuai dengan ilustrasi gambar 2.2 yaitu : 
1. Parse query yaitu memecah query menjadi bentuk token 
2. Proses Stopword filtration 
Token-token query yang telah dihasilkan pada proses parse query kemudian di filter melalui proses pembuangan token yang termasuk Stopword.
3. Proses Stemming
Stopword token dari proses stopword sebelumnya kemudian di filter kembali melalui proses Stemming sehingga menghasilkan stemmed term query.
4. Transformasi Query
Stemmed term query yang dihasilkan kemudian ditransformasikan apabila memerlukan. Artinya, apabila query yang diinputkan membutuhkan terjemahan ke dalam bentuk query bahasa lain maka sebelum mencari dokumen pada koleksi dokumen, query tersebut diterjemahkan duhulu melalui proses penerjemahan query. Sistem akan membandingkan query tersebut dengan koleksi dokumen sehingga mengembalikan dokumen-dokumen yang relevan dalam suatu bahasa yang berbeda dengan bahasa query.
5. Pemodelan dalam model ruang vektor
Tiap term atau kata yang ditemukan pada dokumen dan query diberi bobot dan disimpan sebagai salah satu elemen vektor dan dihitung nilai kemiripan antara query dan dokumen.
6. Perangkingan dokumen atau konten berdasarkan nilai kemiripan antara query dan dokumen.	
2.3 Model Ruang Vektor (Vector Space Model)
Salah satu metode yang umumnya digunakan dalam bidang pencarian informasi adalah metode Vector Space Model (VSM). Vektor Space Model adalah model sistem temu balik informasi yang mengibaratkan masing-masing query dan dokumen sebagai sebuah vektor n-dimensi. Tiap dimensi pada vektor tersebut diwakili oleh satu term. Term yang digunakan biasanya berpatokan kepada term yang ada pada query atau keyword, sehingga term yang ada pada dokumen tetapi tidak ada pada query biasanya diabaikan.
     2.3.1 Model Ruang Vektor Dalam Information Retrieval 
Pada Information Retrieval System terdapat beberapa metode yang digunakan dalam Searching salah satunya adalah dengan merepresentasikan proses Searching menggunakan Model Ruang Vektor. Model ruang vektor dibuat berdasarkan pemikiran bahwa isi dari dokumen ditentukan oleh kata-kata yang digunakan dalam dokumen tersebut. Model ini menentukan kemiripan (similarity) antara dokumen dengan query dengan cara merepresentasikan dokumen dan query masing-masing ke dalam bentuk vektor. Tiap kata yang ditemukan pada dokumen dan query diberi bobot dan disimpan sebagai salah satu elemen vektor. Kemiripan antar dokumen didefinisikan berdasarkan representasi bag-of-words dan dikonversi ke suatu model ruang vektor (vector space model, VSM) Baeza R.Y., Neto R., (1999). 
Pada VSM, setiap dokumen di dalam database dan query pengguna direpresentasikan oleh suatu vektor multi-dimensi. Dimensi sesuai dengan jumlah term dalam dokumen yang terlibat pada model ini: 
1. Vocabulary merupakan kumpulan semua term berbeda yang tersisa dari dokumen  setelah preprocessing dan mengandung t term index. Term-term ini membentuk suatu ruang vektor. 
2. Setiap term i di dalam dokumen atau query j, diberikan suatu bobot (weight) bernilai real Wij. 
3. Dokumen dan query diekspresikan sebagai vektor t dimensi dj = (W1, W2, ..., Wtj) dan terdapat n dokumen di dalam koleksi, yaitu j = 1, 2, ..., n. 
Contoh dari model ruang vektor tiga dimensi untuk dua dokumen D1 dan D2, satu query pengguna Q1, dan tiga term T1, T2 dan T3 diperlihatkan pada Gambar 2.3
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Gambar 2.3 Vector Space Model
Dalam model ruang vektor, koleksi dokumen direpresentasikan oleh matriks term-document (atau matriks term-frequency). Setiap sel dalam matriks bersesuaian dengan bobot yang diberikan dari suatu term dalam dokumen yang ditentukan. Nilai nol berarti bahwa term tersebut tidak hadir di dalam dokumen.Contoh matrik term-document untuk database dengan n dokumen dan t term berikut adalah gambar matriks term document:
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Gambar 2.4 Matrik Term-Document
	Dokumen dalam vector space model di representasikan dalam matriks yang berisi bobot kepentingan/kontribusi kata terhadap suatu dokumen dan kumpulan dokumen. Kepentingan suatu kata dalam dokumen dapat dilihat dari frekuensi kemunculannya terhadap dokumen. Biasanya kata yang berbeda memiliki frekuensi yang berbeda. Dibawah ini terdapat beberapa metode pembobotan :
     2.3.2 Pembobotan Kata (Term Weighting)
Pembobotan kata sangat berpengaruh dalam menentukan kemiripan antara dokumen dengan query. Apabila bobot tiap kata dapat ditentukan dengan tepat, diharapkan hasil perhitungan kemiripan teks akan menghasilkan perangkingan dokumen yang baik. Keberhasilan dari model VSM ini ditentukan oleh skema pembobotan terhadap suatu term baik untuk cakupan lokal maupun global, dan faktor normalisasi. Pembobotan lokal hanya berpedoman pada frekuensi munculnya term dalam suatu dokumen dan tidak melihat kemunculan term tersebut di dalam dokumen lainnya. Faktor yang memegang peranan penting dalam pembobotan kata, yaitu :
1. Term Frequency (TF)
Pendekatan dalam pembobotan lokal yang paling banyak diterapkan adalah term frequency (tf).Faktor ini menyatakan banyaknya kemunculan suatu kata dalam suatu dokumen.Semakin sering suatu kata muncul dalam sebuah dokumen, berarti semakin penting kata tersebut. Ada empat cara yang bias digunakan untuk mendapatkan nilai TF (Ramadhany, 2008; Karhendana, 2008):
1. Raw Tf
Nilai Tf sebuah term dihitung berdasarkan kemunculan term tersebut dalam dokumen.
2. Logarithmic Tf
Dalam memperoleh nilai Tf, cara ini menggunakan fungsi logaritmik dalam matematika.
𝑇𝑓=1 + log (𝑇𝑓)                                          (2.1)
3. Binary Tf
Cara ini, akan menghasilkan nilai boolean berdasarkan kemunculan term pada dokumen tersebut. Akan bernilai 0 apabila term tidak ada pada sebuah dokumen, dan bernilai 1 apabila term tersebut ada dalam dokumen. Sehingga banyaknya kemunculan term pada sebuah dokumen tidak berpengaruh. 
4. Augmented Tf 
      			     (2.2)

· Nilai Tf adalah jumlah kemunculan term pada sebuah dokumen 
· Nilai max(Tf) adalah jumlah kemunculan terbanyak term pada dokumen yang sama. 
Perhitungan Tf yang akan digunakan dalam implementasi Information Retrieval System ini adalah Raw Tf.
2. Inverse Document Frequency (IDF)
Pembobotan global digunakan untuk memberikan tekanan terhadap term yang mengakibatkan perbedaan dan berdasarkan pada penyebaran dari term tertentu di seluruh dokumen. Banyak skema didasarkan pada pertimbangan bahwa semakin jarang suatu term muncul di dalam total koleksi maka term tersebut menjadi semakin berbeda. Pemanfaatan pembobotan ini dapat menghilangkan kebutuhan stopwordremoval karena stopword mempunyai bobot global yang sangat kecil. Namun pada prakteknya lebih baik menghilangkan stopword di dalam fase pre-processing sehingga semakin sedikit term yang harus ditangani. Pendekatan terhadap pembobotan global mencakup inverse document frequency (idf), squared idf, probabilistic idf, GF-idf, entropy. Pendekatan idf merupakan pembobotan yang paling banyak digunakan saat ini. Beberapa aplikasi tidak melibatkan bobot global, hanya memperhatikan tf, yaitu ketika tf sangat kecil atau saat diperlukan penekanan terhadap frekuensi term di dalam suatu dokumen. Bobot global dari suatu term i pada pendekatan inverse document frequency (idfi) dapat dirumuskan sebagai berikut :
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Dimana N menyatakan jumlah artikel dalam koleksi dokumen, dji adalah frekuensi dokumen dari term i dan sama dengan jumlah dokumen yang mengandung term i. Log2 digunakan untuk memperkecil pengaruhnya relatif terhadap tfij.
3. TFIDF
Bobot term i di dalam Information Retrieval System (Wij) dihitung menggunakan tf-idf yang didefinisikan sebagai berikut.
Wij = tfij ×idfi                                                 (2.4)
Term yang sering muncul pada dokumen tapi jarang muncul pada kumpulan dokumen memberikan nilai bobot yang tinggi. TFIDF akan meningkat dengan jumlah kemunculan term pada dokumen dan berkurang dengan jumlah term yang muncul pada dokumen. Dari pembobotan tersebut di peroleh bobot kata pada dokumen, Bobot tiap kata ini merupakan representasi vektor kata pada dokumen. Dari representasi bobot tersebut dapat dihitung nilai kemiripan suatu dokumen dengan query. Nilai kemiripan ini biasa dihitung dengan rumusan cosine similarity, perhitungan tingkat kemiripan ini dibuat dengan berdasar pada besar sudut kosinus antara dua vektor, dalam hal ini adalah vektor dokumen. Karena berdasarkan kosinus sudut antara dua vektor, maka nilainya berkisar pada 0 sampai dengan 1, dimana 0 menandakan bahwa kedua dokumen tidak mirip sama sekali, dan 1 menandakan bahwa antara query dan dokumen benar-benar identik. 

     2.3.3 Cosine Similarity
Metode Cosine Similarity merupakan metode yang digunakan untuk menghitung similarity (tingkat kesamaan) antar dua buah objek (Pradnyana, 2012). Metode cosine similarity ini menghitung similarity antara dua buah objek (misalkan D1 dan D2) yang dinyatakan dalam dua buah vektor dengan menggunakan keywords (kata kunci) dari sebuah dokumen sebagai ukuran. Ukuran ini memungkinkan perangkingan dokumen sesuai dengan kemiripannya (relevansi) terhadap query. Setelah semua dokumen dirangking, sejumlah tetap dokumen top-scoring dikembalikan kepada pengguna. Ukuran pada cosine similarity ini menghitung nilai cosinus sudut antara dua vektor. Jika terdapat dua vektor dokumen dj dan query q, serta term diekstrak dari lokasi dokumen maka nilai cosinus antara dj dan q didefenisikan sebagai berikut :
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2.4 Pemrograman
Pemrograman adalah proses menulis, menguji dan memperbaiki (debug), memelihara kode yang membangun sebuah program komputer. Kode ini ditulis dalam berbagai bahasa pemrograman. Tujuan dari pemrograman adalah untuk memuat suatu program yang dapat melakukan suatu perhitungan atau ‘pekerjaan’ sesuai dengan keinginan. Untuk dapat melakukan pemrograman, diperlukan keterampilan dalam algoritma, logika, bahasa pemrograman, dan di banyak kasus, pengetahuan-pengetahuan lain seperti matematika.	
     2.4.1. Java 
Java adalah bahasa pemrograman yang dapat dijalankan diberbagai komputer termasuk telepon genggam. Bahasa ini awalnya dibuat oleh James Gosling saat masih bergabung di Sun Microsystems saat merupakan bagia dari Oracle dan dirilis tahun 1995. Bahasa ini banyak mengadopsi sintaksis yang terdapat pada C dan C++ namun dengan sintaksis model objek yang lebih sederhana serta dukungan rutin-rutin atas bawah yang minimal. Aplikasi-aplikasi berbasis java umumnya dikompilasi kedalam p-code (bytecode) dan dapat dijalankan pada berbagai Mesin Virtual Java (JVM). Java merupakan bahasa pemrograman yang bersifat umum/non-spesifik (general purpose), dan secara khusus didesain untuk memanfaatkan dependensi implementasi seminimal mungkin. Karena fungsionalitasnya yang memungkinkan aplikasi Java mampu berjalan di beberapa platform sistem operasi yang berbeda, Java dikenal pula dengan slogannya, “Tulis sekali, jalankan di mana pun”. Saat ini Java merupakan bahasa pemrograman yang paling populer digunakan, dan secara luas dimanfaatkan dalam pengembangan berbagai jenis perangkat lunak aplikasi ataupun aplikasi berbasis web.
2.5 Basis Data (Database)
Basis Data adalah kumpulan informasi yang disimpan didalam komputer secara sistematik sehingga dapat diperiksa menggunakan suatu program komputer untuk memperoleh informasi dari basis data tersebut. Perangkat lunak yang digunakan untuk mengelola dan memanggil kueri (query) basis data disebut sistem manajemen basis data (database management system, DBMS).
      2.5.1 SQLite Database
	SQLite adalah database open source yang ditanam pada Android. Dukungan yang diberikan sama seperti RDBMS (Relational Database Management System) standard dan mendukung pula bahasa sintaks SQL. SQLlite merupakan sebuah sistem manajemen basisdata relational yang bersifat ACID-compliant dan memiliki ukuran library yang relatif kecil.
	SQLite database adalah class dasar untuk database SQLite di Android. Disini, Anda bisa membuka query, update, dan menutup database. SQLite database punya banyak method, seperti method insert(), update, dan delete(). Ada juga execSQL() yang bisa mengeksekusi SQL secara langsung.  
2.6 Perancangan Sistem
	Pada bagian ini akan dijelaskan mengenai pengetahuan cara desain rancangan yang digunakan dari sistem yang dibentuk.


     2.6.1. Unified Modelling Language (UML)
	Unified Modelling Language (UML) adalah bahasa pemodelan secara grafis untuk menspesifikasikan, menvisualisasikan, membangun, dan mendokumentasikan seluruh rancangan sistem perangkat lunak. Penggunaan model ini bertujuan untuk mengidentifikasikan bagian-bagian yang termasuk dalam lingkup sistem yang dibahas dan bagaimana hubungan antara sistem dengan subsistem maupun sistem lain di luarnya. Selain itu UML adalah bahasa pemodelan yang menggunakan konsep orientasi object. UML dibuat oleh Grady Booch, James Rumbaugh, dan Ivar Jacobson di bawah bendera Rational Software Corp. UML menyediakan notasi-notasi yang membantu memodelkan sistem dari berbagai perspektif, UML tdiak hanya digunakan dalam pemodelan perangkat lunak, namun hampir dalam semua bidang yang membutuhkan pemodelan.
Berikut ini definisi Unified Modelling Language (UML) menurut ahli:
a. “Unified Modelling Language (UML)” adalah bahasa yang telah menjadi standar untuk visualisasi, menetapkan, membangun dan mendokumentasikan artifak suatu sistem perangkat lunak”. (Hend, 2006)
b. “Unified Modelling Language (UML)” adalah alat bantu analisis serta perancangan perangkat lunak berbasis objek”. (Adi Nugroho: 2005)
c. “Unified Modelling Language (UML)” adalah bahasa spesifikasi standar untuk menentukan visualisasi, kontruksi, dan mendokumentasikan artefak (bagian dari informasi yang digunakan atau dihasilkan dalam suatu proses pembuatan perangkat lunak). Artefak dapat berupa model, deskripsi, atau perangkat lunak, seperti pada pemodelan bisnis dan sistem non perangkat lunak lainnya. (Weilkiens & Bernd, 2011:3)
Berdasarkan beberapa pendapat yang dikemukakan diatas dapat ditarik kesimpulan bahwa “Unified Modelling Language (UML)” adalah  sebuah bahasa yang berdasarkan grafik atau gambar untuk menvisualisasikan, menspesifikasikan, membangun dan pendokumentasikan dari sebuah sistem pengembangan perangkat lunak OO (Object Oriented).  
Ada beberapa jenis diagram yang ditangani oleh UML, yakni (Widodo, 2011):
a. Usecase Diagram
Usecase Diagram adalah suatu kumpulan urutan interaksi di antara pengguna dengan sistem untuk mencapai suatu tujuan dimana use case ini menggambarkan kebutuhan fungsional suatu sistem tanpa menampilkan struktur internal sistem. 
b. Sequence Diagram
Sequence Diagram adalah suatu diagram yang menggambarkan interaksi antar obyek dan mengindikasikan komunikasi antara obyek-obyek tersebut. Diagram ini juga menunjukan serangkaian pesan yang dipertukarkan oleh obyek-obyek yang melakukan suatu tugas atau aksi tertentu. Obyek-obyek tersebut kemudian diurutkan dari kiri ke kanan, aktor yang menginisiasi interaksi biasanya ditaruh di paling kiri dari diagram.

c. Collaboration Diagram
Collaboration Diagram adalah perluasan dari objek diagram. Objek diagram menunjukan objek-objek dan hubungannya dengan yang lain. collaboration diagram menunjukan pesan-pesan objek yang dikirim satu sama lain.
d. Activity Diagram
Activity Diagram adalah representasi secara grafis dari proses dan control flow dan berfungsi untuk memperlihatkan alur dari satu aktivitas ke aktivitas yang lain serta menggambarkan perilaku yang kompleks.
e. Deployment Diagram
Deployment Diagram adalah penggambaran tugas-tugas kongkrit dari setiap node/software yang terlibat dalam jaringan sistem, menampilkan keseluruhan node dalam jaringan serta hubungan dari node-node tersebut termasuk proses-proses yang terlibat di dalamnya.
f. Component Diagram
Component Diagram adalah diagram yang menunjukkan organisasi dan keberuntungan di antara sekumpulan komponen. Diagram ini memodelkan pandangan implementasi fisik dari sistem.
g. Class Diagram
Class Diagram menggambarkan struktur dari objek sistem. Diagram ini akan menunjukkan class object yang menyusun sistem dan juga hubungan antara class object tersebut. Class adalah sekumpulan dari objek yang berupa attribute, perilaku dan relasi. Ada 3 unsur yang ada di dalam sebuah class yaitu nama, attribute, dan method.
h. Package Diagram
Diagram ini memperlihatkan kumpulan kelas-kelas, merupakan bagian dari Component Diagram.
i. Statechart Diagram
Statechart Diagram menggambarkan transisi dan perubahan keadaan (dari satu state ke state lainnya) suatu objek pada sistem sebagai akibat dari stimuli yang diterima. Pada umumnya statechart diagram menggambarakan class tertentu (satu class dapat memiliki lebih dari satu statechart diagram).
     2.6.2 Flowchart
	Flowchart adalah bagan - bagan yang mempunyai arus untuk  menggambarkan langkah - langkah penyelesaian suatu masalah. Flowchart merupakan cara penyajian dari suatu algoritma. Ladjamudin (2006:295)
[image: E:\TA\folwcart.png]
Gambar 2.5 Contoh Desain Flowchart
 	Flowchart disusun dengan simbol yang dipakai sebagai alat bantu menggambarkan proses di dalam program. Simbol-simbol yang digunakan dapat dibagi menjadi 3 (tiga) kelompok, yakni sebagai berikut:
a. Flow Direction Symbols (Simbol penghubung/alur)
Tabel 2.1 Flow Direction Symbols
	No
	Simbol
	Keterangan

	1.
	
	Simbol arus/flow: menyatakan jalannya arus suatu proses.

	2.
	
	Simbol Communication link: menyatakan adanya transisi suatu data/informasi dari satu lokasi ke lokasi lainnya.

	3.
	
	Simbol Connector: menyatakan sambungan dari satu proses ke proses lainnya dalam halaman yang sama.

	4.
	
	Simbol Offline Connector: menyatakan sambungan dari satu proses ke proses lainnya dalam halaman/lembar yang berbeda.


b. Processing Symbols (Simbol Proses)
Tabel 2.2 Processing Symbols
	No
	Simbol
	Keterangan

	1.
	
	Simbol Proses: untuk menyatakan suatu tindakan (proses) tanpa tergantung pada jenis peralatannya.

	2.
	
	Simbol Manual: untuk menyatakan suatu tindakan (proses) yang tidak dilakukan oleh komputer.

	3.
	
	Simbol Decision: untuk menunjukkan suatu kondisi tertentu yang akan menghasilkan dua kemungkinan jawaban, ya/tidak.

	4.
	
	Simbol Predefined Process: untuk menyatakan
penyediaan tempat penyimpanan suatu pengolahan
untuk memberi harga awal.

	5.
	
	Simbol Terminal: untuk menyatakan permulaan atau
akhir suatu program.

	6.
	
	Simbol Keying Operation: untuk menyatakan segala
jenis operasi yang diproses dengan menggunakan
suatu mesin yang mempunyai keyboard.

	7.
	
	Simbol off-line storage: untuk menunjukkan bahwa
data dalam simbol ini akan disimpan ke suatu media
tertentu.

	8.
	
	Simbol Manual input: untuk memasukkan data secara
manual dengan menggunakan online keyboard.





c. Input-Output Symbols (Simbol masukan-keluaran)
Tabel 2.3 Input-Output Symbols
	No
	Simbol
	Keterangan

	1.
	
	Simbol Input-output: untuk menyatakan proses input dan output tanpa tergantung dengan jenis peralatannya.

	2.
	
	Simbol Punched Card: untuk menyatakan input berasal
dari kartu atau output ditulis ke kartu.

	3.
	
	Simbol Magnetic-tape unit: untuk menyatakan input berasal dari pita magnetik atau output disimpan ke pita magnetik.

	4.
	
	Simbol Disk storage: untuk menyatakan input berasal
dari disk atau output disimpan ke disk.

	5.
	
	Simbol Document: untuk mencetak laporan ke printer.


	6.
	
	Simbol DisSDplay: untuk menyatakan peralatan output
yang digunakan berupa layar (video, komputer).



Flowchart merupakan gambar atau bagan yang memperlihatkan urutan dan hubungan antar proses bereserta intruksinya. Gambaran ini dinyatakan dengan simbol. Dengan demikian setiap simbol menggambarkan proses tertentu. Sedangkan antara proses digambarkan dengan garis penghubung.


Tabel 2.4 Simbol-Simbol pada Flowchart

	NO
	SIMBOL
	NAMA
	KETERANGAN

	1.
	
	Terminator
	Permulaan/akhir program.

	2.
	
	Garis alir (flow line)
	Arah aliran program.

	3. 
	
	Preparation
	Proses inisialisasi/pemberian harga awal.

	4.
	
	Proses
	Digunakan untuk mewakili suatu proses.

	5.
	
	Input / Output data
	Digunakan untuk mewakili input/output data, parameter, dan informasi.

	6.
	
	Proses terdefinisi (Sub program)
	Digunakan untuk menunjukkan suatu operasi yang rinciannya ditunjukkan ditempat lain.

	7.
	
	Keputusan 
	Perbandingan pernyataan, penyelesaian data yang memberikan pilihan untuk langkah selanjutnya

	8.
	
	Penghubung
	Penghubung bagian-bagian flowchart yang berada pada satu halaman atau dihalaman lainnya.

	9.
	
	Display
	Menunjukkan output yang ditampilkan di monitor.
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